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Abstract In the security supervision sector, it is the
importance of accurate detection and analysis of insider
threats. In this article, we propose a new concept of
insider threat kill chain, which is capable to understand
psychological and behavioral change process of mali-
cious users. Meanwhile, a novel user-level malicious
behavior analysis model is established based on non-
negative matrix factorization-Gaussian mixture model
(NMF-GMM). In particular, we carry out the analy-
sis from three perspectives: typical malicious behav-
ior characteristics, overall user behavior and temporal
individual behavior change. New classification method
suggests to use group users by targetingmalicious users
with typical malicious features. The Z-score method
is applied to establish evaluation model of suspicious
user behavior, and the threshold of normal behavior
is also determined. Furthermore, a temporal individual
behavior change model is established, malicious users
are located by the Pettitt test method, and the time of
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the first malicious behaviors are given. Experimental
results show that the proposed user grouping method
and ensemble strategy is capable for detection of mali-
cious users.
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1 Introduction

1.1 Background and significance

Insider threat is typically attributed to legitimate users
who maliciously leverage their system privileges and
familiarity and proximity to threat computational envi-
ronment to compromise valuable information or inflict
damage [1–3]. Accounts of insiders provide different
levels of access to organization’s information [4–6]. In
addition, insiders are highly trusted and familiar with
the internal environment and resources of the enter-
prise. As the result, it is easier to bypass internal secu-
rity controls and achieve data leaks or data destruction
[7,8]. According to insider threat report, insufficient
data protection strategies and solutions are the main
reasons why insider threats are rising [9]. Based on
the above performance, the sustainable monitoring of
insider threats and the provision of strategies are impor-
tant technical means to ensure security of enterprise’s
information assets.

1.2 Literature review

In the Internet era, users’ operation records of data
are reflected in a large number of log streams. There-
fore, the problem of information extraction from user
generated data into behavior characteristics is suit-
able for present challenges. Looking at the problem
with much broader perspective, we also consider rep-
resented behavioral changes of users [10,11].However,
behavior data have inherent problem of data imbalance,
i.e., the amount of malicious data is much smaller than
normal data. To address the data imbalance issue, over-
sampling and under-sampling techniques were utilized
to balance data sets [12–14]. At the same time, mali-
cious user behavior is reflected in unusual frequency of
other operations such as files or websites. In order to
distinguish normal users and abnormal users, the oper-
ation times of each user in each domain are counted in
days, and different behavior frequency characteristics
of users on each day are constructed [15,16]. It can
be referred from the mentioned studies that the pro-
cess of collecting log information reflects the change
of behavioral statistics.

Insider threat detection is mostly based on machine
learning algorithms. Through abnormal detection of
user behaviormodel, it achieves the goal of distinguish-

ing normal and malicious users. Clustering method is
based on the relationship between users in the organiza-
tion and e-mail communication. Consequently, behav-
ioral characteristics of each user can be extracted. Sub-
space and subgraph clustering algorithms are used to
identify non-clustered or sparse outliers [17]. The base-
line of normal behavior is trained in terms of pre-
ceding period, which includes normal data. The time-
dependent relationship between samples is captured by
deviation between the actual and predicted values, and
then it is compared with anomaly detection [18,19].
For the sake of modeling the user’s normal behavior
model, one-class learning method, HMM, and some
distance measures based on abnormal detection are
studied [20,21] Simultaneously, insider threat detec-
tion is defined as the embedded learning problem of
heterogeneous event sequences, which combines the
activities on the same day into event sequence and the
data of the first two months are utilized to train the
model for realizing the final anomaly detection [22,23].

1.3 Problem statement

The concept of “cyber kill chain” introduced by Lock-
heed Martin completely describes the path of external
attacks [24], i.e., it provides defense idea and frame-
work for dealing with various external attacks. The
analysis of possible damage to system at each node of
the kill chain is analyzed in refs [25,26]. Besides, with
the purpose of improving the detection rate of mali-
cious samples, over-sampling techniques and under-
sampling techniques are usually combined to gener-
ate new samples, and some more easily misclassified
instances are saved [27]. On the other hand, the lack
of labeled insider threats or attacks brings increased
challenges to direct application of supervised machine
learning algorithms. This problem is known as unsu-
pervised anomaly detection [28–31]. Since the insider
threat problem is not unique and complex, there is a
need for organizations in its full description and devel-
opment of algorithms, which reveal malicious user
activity.

1.4 Contributions

Inspired by previous works, the ultimate goal of insider
threat detection is to find specific malicious users
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instead of suspicious ones with abnormal behavioral
characteristics mainly from the perspective of unsuper-
visedmethods. Although the user-level behaviormodel
is reliable, the computing cost is also very huge. In this
paper, a suspicious user-level behavior detection frame-
work is proposed including NMF-GMM based on sim-
ilar user behavior grouping and ensemble strategy con-
sisting of three sub-strategies, with the main contribu-
tions as follows: A concept of insider threat kill chain is
defined to understand the psychological and behavioral
change process of malicious users. A clustering model
NMF-GMM is designed to solve the high-dimensional
inseparability problem of the original data. Amalicious
users detection ensemble strategy is designed includ-
ing malicious user screening scheme, suspicious user
search scheme and malicious user’s location scheme.
This suspicious user-level behavior detection frame-
work monitors changes in the user’s behavior status
during practical application. When user behavior devi-
ates from normal, it can be detected by managers in
time. Therefore, it has the role of screening and man-
agement, which is of great significance to the manage-
ment of the enterprise.

1.5 Plan of the study

The article is organized as follows. In Sect. 2, we exam-
ine characteristics of insider threat and introduce the
process of insider threat kill chain, then we describe
the framework of user behavior detection. In Sect. 3,
we introduce the NMF-GMM algorithm for suspicious
user selection and discuss the ensemble strategy con-
sisting of three sub-strategies. Simulation and compar-
ative results are given in Sect. 4 to illustrate the perfor-
mance of the algorithm. Our conclusions are summa-
rized in Sect. 5.

2 Model of user behavior

2.1 Description of the problem and data acquisition

CERT is an organization that performs activities such
as vulnerability coordination, scanning for new threats,
informing different organizations or individuals of new
threats and vulnerabilities. Having a CERT-IT data is
a way to have a centralized capability for analyzing
security events, coordinate incidents and ensure that

information on these incidents and events is conveyed
to those who need it. CERT-IT data include informa-
tion about normal behavior and threat behavior data,
which were obtained from an enterprise environment
by the insider threat center of Carnegie Mellon Uni-
versity in cooperation with ExactData company. This
dataset consists of log records of 1000 users from Jan-
uary 2, 2010 to May 17, 2011. In particular, multi-
domain log includes device usage (device domain),
file operation (file domain), PC login (logon domain),
website browsing (http domain), and e-mail exchange
(e-mail domain). According to routine system opera-
tion, frequency of certain actions of each user can be
extracted.

Considering that for ordinary users, the remarkable
characteristics of abnormal behavior include unusual
high-frequency operation times during rest time or even
using other people’s computers. In this paper, the nor-
mal working time range is set as 7:00 to 22:00. Forty
behaviors are selected to analyze each user, and the
frequency of each user’s every behavior on each day is
counted. Finally, 40 kinds of behavior frequency char-
acteristic data of 1000 users in 501 days are obtained.
Among the 40 behavioral characteristics, 19 character-
istics duringworking time and 19 characteristics during
rest time, as well as characteristics countwiki_access
and countkeylog. Characteristics during working time
and meanings are shown in Table 1. The 19 character-
istics during rest time have the same meaning, and the
time is 22:00–7:00. Characteristics countwiki_access
and countkeylog represent the number of times that
the user visits thewebsite wikileaks.org and downloads
keylogging, respectively.

According to the insider threat scenario instances
(CERT4.2), the constructed dataset is re-labeled. With
the labeled dataset, malicious behavior of users with
different roles is shown in Fig. 1. One can see that pro-
duction line workers have the largest number of entries
with abnormal behavior (247, 26%). Thus, it is essen-
tial to consider behavior analysis of production line
workers.

By analyzing the data characteristics of produc-
tion line workers, delete 11 characteristic quantities
with values of 0 including countopc_workemail,
countopc_rest-e − mail, countopcweb_work,
countopcweb_rest , countop-cconnect_work, coun
topcconnect_rest , countopc_work- f ile, countopc_
rest f ile, countlogopc_rest , counto f f op c_rest and
countkeylog. Furthermore, Pearson correlation coef-
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Table 1 Feature extraction of each user during working time

Region Feature extraction

File countspc_workfile (Number of access to files on personal computer)

countopc_workfile (Number of access to files on other computer)

E-mail countspc_workemail (Number of e-mails sent with personal computer)

countopc_workemail (Number of e-mails sent with other computers)

countinpeople_workemail (Number of e-mails sent to insiders)

countoutpeople_workemail (Number of e-mails sent to outsiders)

countattachments_work (Number of attachments sent)

countinclude_attach_work (Number of e-mails sent includiing attachment)

Logon countlogspc_work (Logon times on personal computer)

countlogopc_work (Logon times on other computers)

countoffspc_work (Logoff times on personal computer)

countoffopc_work (Logoff times on other computers)

countvisitpc_work (Number of computers visited)

Http countspc_webwork (Number of web visits on personal computer)

countopc_webwork (Number of web visits on other computers)

countURLs_work (Number of websites visits)

Device countspcconnect_work (Number of connections on personal computer)

countopcconnect_work (Number of connections on other computers)

countpc_device_work (Number of computers connected)

Fig. 1 Number of Malicious Behaviors in Each Position
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Table 2 Insider threat kill chain

Grievances Frequently browse job search websites and send complaint e-mails to superiorsor colleagues to

reveal their dissatisfaction with the company and have the intention to leave.

⇓
Reconnaissance Access the shared network on the system, including personal information and key data from

different departments of the organization. Detect accessible documents and analyze the weaknesses

of the system.

⇓
Weaponization In order to successfully implement the transfer of confidential data and retaliation against the

company, prepare removable storage devices and download keyloggers.

⇓
Acquisition Lock the insider threat target. Back up relevant confidential data, and obtain personal system

login secret key and other information.

⇓
Exfiltration Masquerade supervisor’s key to disturb the company’s order by sending threatening e-mails.

Leave the company with confidential data. Disclose or divulge the company’s confidential data

publicly.

ficient is used to reduce the feature redundancy, and
remove counto f f opc_work and countU RLs_ rest .
On the basis of the above operation, the data set of final
production line workers is 90180 samples including 27
features. At this time, there are 89933 normal behaviors
of 180 users and 247 malicious behaviors of 16 users.

2.2 User behavior detection framework

According to the characteristics of external attackers’
intrusion systems, Lockheed Martin developed a cyber
kill chain, which describes the attack route in detail in
seven steps. Similarly, the occurrence of insider threat
is essentially the evolution process of system informa-
tion leakage and organization destruction, that is, the
psychological and behavioral change process of mali-
cious users. Aiming at the behavior characteristics of
malicious users in each stage, this paper constructs a
new insider threat kill chain, which is mainly divided
into five stages as shown in Table 2.

From Table 2, we can see the evolution process of
malicious activities of insiders. Based on the under-
standing of the change process of users’ malicious
behavior, aiming at the typical malicious characteris-
tics of users in the exfiltration stage, this paper proposes
an ensemble strategy including three sub-strategies to
solve the problem of detection and analysis of mali-

cious users. Among them, sub-strategy 1 first locks
some malicious people according to the extremely
malicious characteristics of publicly disclosed data;
sub-strategy 2 considers the behavior evolution process
of all employees and monitors the behavior change of
malicious users compared with the baseline domain of
normal behavior of all employees, from normal behav-
ior in the early stage to violations in the later stage;
sub-strategy 3 locates the abnormal behavior period
from the user’s own temporary individual behavior and
analyzes the malicious evolution process of the cor-
responding behavior of the insider threat user. There-
fore, this paper presents a novel user behavior detection
framework which includes two parts.

(1) Data preprocessing
The data preprocessing phase mainly consists of

two important steps: NMF is used to extract high-
dimensional features and GMM clustering is applied
to get low-dimensional suspicious clusters. Data pre-
processing detects the range of suspicious abnormal
users.

(2) Detection of malicious users: ensemble strategy
The ensemble strategy includes three progressive

sub-strategies. Firstly, sub-strategy 1 locates malicious
users according to the typical malicious characteris-
tics. Secondly, sub-strategy 2 uses the behavior infor-
mation of the first month to set the baseline of normal
behavior, uses the Z-score to evaluate user behavior
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changes, and narrates the range of suspicious users.
Finally, sub-strategy 3 establishes temporal individual
behavior change and uses the feature median and the
Pettitt test method to judge malicious users.

3 Methodology: the study of user behavior

3.1 User grouping based on NMF-GMM algorithm

To summarize a large number of data and realize the
subsequent grouping of user behavior data, GMM is
optimized by NMF for clustering more similar suspi-
cious behaviors.

(1) NMF
Non-negative matrix factorization is a technique for
finding parts-based, linear representations of non-
negative data [32]. The goal of this technique is to cal-
culate approximate factorization of original datamatrix
into two non-negative matrices. Let the original non-
negative data sample be Dn×m(n = 27,m = 90180),
i.e., it can be factorized into two non-negativematrices:

Dn×m ≈ Wn×r Hr×m (1)

where n denotes the feature dimension of the original
data sample; m denotes the number of original data
samples; r denotes dimension of sample feature reduc-
tion after NMF; W = [w1, w2, ..., wr ] denotes the
basis vector matrix; H = [h1, h2, ..., hm] denotes the
coefficient matrix that the finalm samples with dimen-
sion r .

For the sake of containing the essential characteris-
tics of the original data samples with a small number of
bases as far as possible, we usually set r � in(m, n).
With the iteration of updating Wn×r and Hr×m contin-
uously, the distance between the reconstructed result
D̂n×m ≈ Wn×r Hr×m and the original data sample
Dn×m is shortened. Lee proposed the quantitative mea-
surement method with Euclidean distance, which is
defined as follows:

||Dn×m − D̂n×m ||2 =
m∑

j=1

(Di j − D̂i j )
2
,

i = 1, 2, ..., n

j < m

(2)

In order to conserve original information possible, the
distance between the matrices of Eq. (2) must be min-

imized. Two non-negative matrices are updated as fol-
lows:

Wi j ← Wi j
(DHT )i j

(WHHT )i j
, i = 1, 2, ..., n, j = 1, 2, ..., r

(3)

Hi j ← Hi j
(WT D)i j

(WTWH)i j
, i = 1, 2, ..., r, j = 1, 2, ...,m

(4)

As shown in Eqs. (3) and (4), by using the known orig-
inal non-negative data sample matrix, the basis vector
matrix and coefficient matrix obtained in the last iter-
ation, the new estimated basis vector matrix and coef-
ficient matrix can be obtained when the loss function
(2) is small enough.

Remark: The larger the value of r yields better the
data fitting effect, and the small value of r give low
complexity of the model. In general, the appropriate
value r is selected according to the meaning of each
basis vector in the basis matrix and the independence
between the basis vectors. In this paper, cosine simi-
larity is used to measure the correlation between basis
vectors, so as to determine the appropriate value of r .

(2) GMM
Gaussian mixture model [33] assumes that feature sets
are from different clusters and each cluster is subjected
to different Gaussian distributions independently with
the following probability distribution:

p(h|θ) =
K∑

k=1

αkϕ(h|θk) (5)

where αk denotes the coefficient of the k-th cluster;
αk ≥ 0,

∑K
k=1 αk = 1; ϕ(h|θk) denotes the proba-

bility density function of Gaussian distribution; θk =
(uk, σ 2

k ), and the k-th sub-model is defined as follows:

ϕ(h|θk) = 1√
2πσk

exp(− (h − μk)
2

2σ 2
k

) (6)

Therefore, originally feature sets can be mapped onto
several Gaussian models. In addition, unknown param-
eters can be obtained from the EM algorithm.

Step1. Given the rough parameters (αk, uk, σ 2
k ) of each

Gaussian model, the probability of the sample gener-
ated by the k-th sub-model. When the sample h j and
the Gaussian distribution parameters θk = (uk, σ 2

k ) are
given, the posterior probability γ̂ jk could be calculated
as follows:

γ̂ jk = αkϕ(h|θk)∑K
k=1 αkϕ(h|θk)

(7)
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Step 2. Based on the estimated posterior probability, the
parameters (αk, uk, σ 2

k ) of the Gaussian model could
be updated as follows:

αk =
∑m

j=1 γ̂ jk

m
(8)

μk =
∑m

j=1 γ̂ jk y j∑m
j=1 γ̂ jk

(9)

σ 2
k =

∑m
j=1 γ̂ jk(y j − μk)

2

∑m
j=1 γ̂ jk

(10)

where m denotes the number of samples input into
GMM. Keep iterating Step 1 and Step 2 until the maxi-
mum number of iterations is reached. Then, the param-
eters of each Gaussian distribution cluster are finally
determined, so as to further determine the cluster to
which each sample belongs. The division basis can be
set as follows:

h j ∈ {i = k|argmaxγ j i , j = 1, 2, ...,m} (11)

(3) GMM clustering based on NMF samples
The goal of utilizing GMM is to group users with

more similar behaviors. Because of the low discrimi-
nation of the original sample space, the original data
cannot be grouped effectively when they are directly
input into GMM. However, the original features are
expressed linearly by NMF, and all the basis vectors
contain the information of them as much as possible.
Therefore, NMF is utilized here to optimize GMMuser
group learning, and the pseudo-code of the proposed
NMF-GMM algorithm is described as Algorithm 1.

The decomposed low-dimensional feature samples
are put into GMM, and the basis vector of each dimen-
sion includes part of the feature combination of the
original data. Thus, the discrimination is better, which
is convenient for the first step of suspicious behavior
grouping. According to the distribution of the char-
acteristics within the group given by the NMF-GMM
algorithm, the most suitable group with dense distri-
bution could be selected. The users who include the
behavior in the selected group are suspicious users,
which should be processed further. As well, the sus-
picious users’ list Suspicious_list1 can be achieved
accordingly.

3.2 Malicious users search strategy

In this paper, an ensemble strategy is proposed for
searching for malicious users, which includes three

Algorithm 1 :NMF-GMM algorithm
Input: Original sample set Dn×m , Number of basis vectors

r , Number of Gaussian Mixture clusters K , NMF’s maxi-
mum iterations maxiter1 and GMM’s maximum iterations
maxiter2.

1: Initialization:MatrixWn×r , Hr×m with anyNon-negative ele-
ment value, GaussianMixtureModel’s mixing coefficient αk ,
Mean vector uk , Covariance matrix σk .

2: for i = 1 : maxiter1 do:
3: Normalize the base vector of each column in Wn×r .
4: Update each element in Wn×r according to Eq. (3).
5: Update each element in Hr×m according to Eq. (4).
6: Update Dn×m ≈ Wn×r Hr×m and minimize the loss

function value in Eq. (2).
7: end for
8: Transform the original high-dimensional sample set Dn×m

into a low-dimensional data sample matrix Hr×m .
9: for i = 1 : maxiter2 do:
10: for j = 1 : K do:
11: Calculate the new mixing coefficient α

′
i according

to Eq. (8).
12: Calculate the new mean vector u

′
i according to

Eq. (9).
13: Calculate the covariance matrix σ

′
i according to

Eq. (10).
14: end for
15: Update the Gaussian mixture model’s parameters

(πi ,ui ,σi ),i = 1, 2, ..., K to the new ones(π
′
i ,u

′
i ,σ

′
i ),

i = 1, 2, ..., K .
16: end for
17: for i = 1, 2, ...,m do:
18: Mark the cluster to which each sample h j belongs

according to Eq. (11).
19: Divide the sample h j into its corresponding cluster

ck .
20: end for
Output: Class cluster set c1, c2, ..., cK .

sub-strategies to reduce the scope of suspicious user
layer by layer. The details are described as follows:

(1) Sub-strategy 1: Malicious users search based on
typical features.

The core asset of an enterprise is data information.
One of the features extracted in this paper is related
to data leakage, which is intolerable in the enterprise.
When the value of feature countwiki_access is not
0, the user can be judged as a malicious user directly.
Thepseudo-codeof sub-strategy1 is described asAlgo-
rithm 2. As outlined in Algorithm 2, the suspicious user
behavior data and filtered normal user behavior data are
obtained by sub-strategy 1.

(2) Sub-strategy 2: Suspicious users search based on
overall user behavior performance.
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Algorithm 2 :Malicious users search based on typical
features
Input: Original sample set Dn×m , Suspicious users list after

NMF-GMM: Suspicious_list1
1: Initialization: Malicious users list:malicious_list = [ ] ,

Filtered normal user behavior data:normaldata = [ ] , Sus-
picious user behavior data: S1 = [ ], Delete behavior samples
with activity record 0 from D.

2: for i = 1 : len(D) do:
3: if D.user [i] in Suspicious_list1 then:
4: Select i-th rows from D and add into S1.
5: else:
6: Select i-th rows from D and add into normal_data.
7: end if
8: end for
9: for i = 1 : len(S1) do:
10: if S1.countwiki_access[i] > 0 and S1.user [i] not in

malicious_list then:
11: Add S1.user [i] into malicious_list .
12: end if
13: end for
14: for i = 1 : len(S1) do:
15: if S1.user [i]in malicious_list then:
16: Delete i-th rows from S1.
17: end if
18: end for
Output: Suspicious user behavior data: S1, Filtered normal user

behavior data: normal_data.

Based on practical experience and data analysis,
users do not have any abnormal behavior in the first
month of employment generally, and theworkingmode
of users in the same profession is relatively fixed.
Therefore, this paper chooses the data of the first month
as the basic quantity for normal behavior analysis. Set
an appropriate threshold and use theZ-scoremeasure to
further detect abnormal behaviors [34]. Then, an appro-
priate threshold is set, and all subsequent behaviors are
monitored as a whole. For the sake of monitoring all
users’ behavior changes, a simple yet efficient change-
detection algorithm based on the Z-score measure is
utilized to automatically detect abnormal changes in
user behavior in time series.

The median absolute value deviation of the j-th fea-
ture over the past Ndays days can be calculated as fol-
lows:

mad j
Ndays

=
∑N

i=1 abs(x
j
i − median(S1 j

Ndays
))

N
,

j = 1, 2, ..., num f 1

(12)

where S1 j
Ndays

denotes the j-th behavior feature data
involved in the past Ndays days; N denotes the num-
ber of user behavior records involved in the past Ndays

days; x j
i denotes the j-th feature valueof the i-th behav-

ior data, and num f1 denotes the number of feature
columns with the value not all zero.

The j-th feature value’s Z-score for the i-th records
after Ndays days is defined as follows:

z ji =
0.6745 · (x j

i − median(S1 j
Ndays

))

mad j
Ndays

,

i = N + 1, ..., len(S1)

(13)

The Z-score value is calculated on the basis of N
behavior records to obtain threshold1:

zi = 0.6745 · (xi − median(S1Ndays ))

madNdays

, i = 1, 2, ..., N

(14)
Z = (zi j )N×num f1 = [z1, z2, ..., zN ]T = [s1, s2, ..., snum f1 ]

(15)
threshold1 = (median(s1),median(s2), ...,median(snum f1 ))

(16)

where Z denotes the Z-score matrix of the normal sam-
ple in the past Ndays days;median(S1Ndays ) = (median

(S11Ndays
), ...,median(S1num f 1

Ndays
)),madNdays = (median

(mad1Ndays
),...,median(mad

num f 1
Ndays

)), s j = [s1 j , s2 j , ...,
sN j ]; zi = (zi1, zi2, ..., zinum f1) and xi = (median(x1i ),

...,me dian(xnum f1
i )).

For each user behavior in data (S1 − S1Ndays ), the
number of behavioral violations per record compared
to the threshold1 is shown as follows:

AS1(i) =
num f1∑

j=1

sign(z ji − threshold1( j)),

i = N + 1, ..., len(S1)

(17)

where sign(x) =
{
1, x > 0
0, x ≤ 0

Then, the maximum violation tolerance for each user
behavior record is set as threshold2. If AS(i) >

threshold2, this behavior is more suspicious. The
pseudo-code of sub-strategy 2 is shown asAlgorithm 3,
which clearly describes how to further reduce the scope
of suspicious users from the overall behavior change.

(3) Malicious user’s determination based on tempo-
ral individual behavior change.

Temporal behavior information reflects the user’s
working behavior habits. Besides, abnormal behavior
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Algorithm 3 :Suspicious users search based on overall
user behavior performance
Input: Original sample set Dn×m , Suspicious user behavior

data: S1 , Filtered normal user behavior data: normal_data ,
Maximum violation tolerance for each user behavior record:
threshold2.

1: Initialization: Suspicious behavior data: S2 = [ ] , Suspicious
users list: Suspiciousl ist2 = [ ] , Receive S1Ndays behavior
data in the first Ndays days from S1.

2: for i = 1 : len(S1Ndays ) do:
3: for j = 1 : num f1 do:
4: Calculate the median absolute value deviation

mad j
Ndays

of the j-th feature over the past Ndays

days (see Eq. (12)).
5: end for
6: Calculate threshold1 of the user’s normal behavior

record according to Eqs (14), (15) and (16).
7: end for
8: for i = (N + 1) : len(S1) do:
9: Calculate the number of behavioural violations per

record AS1(i).
10: if AS1(i) > threshold2 and S1.user [i] not in

Suspicious_list2 then:
11: Add S1.user [i] into Suspicious_list2.
12: end if
13: end for
14: for i = 1 : len(S1) do:
15: if S1.user [i] in Suspicious_list2 then:
16: Select i-th row from S1 and add into S2.
17: else:
18: Select i-th row from S1 and add into normal_data.
19: end if
20: end for
Output: Suspicious user behavior data:S2, Filtered nor-

mal user behavior data:normal_data, Suspicious users
list:Suspicious_list2.

can be detected through behavioral changes. An indi-
vidual abnormal behavior analysis sub-strategy 3 is
developed based on the Pettitt test method.

Firstly, judge the change range of feature of each
user. For the remaining suspicious users, TNdays is taken
as the time window, and the moving step size is 1. The
comparison threshold threshold3 of the range of user
behavior changes is shown as follows:

threshold3( j) = max(abs(a j
k (l) − a j

k (l − 1))),

l = 1, 2, ..., Nuk − TNdays + 1,

k = 1, 2, ..., len(normal_user) (18)

a j
k (l) = median(x j

k (l), x j
k (l + 1),

..., x j
k (l + TNdays)) (19)

threshold3 = (threshold3(1), ...,

threshold3(num f2)) (20)

where Nuk denotes the total number of behavior records

for the normal users; akjl denotes the median of the j-
dimensional feature in TNdays days from day l for the

k-th user; xk jl denotes the j-dimensional feature for the
k-th user on day l; num f2 denotes the total number of
features for normal behaviors.

Furthermore, compared with the threshold3, the
violation times matrix AS2 of behavior changes range
for all users is recorded as follows:

AS2(k, j) =
Nuk−TNdays+1∑

i=1

sign(abs(a j
k (l)

− a j
k (l − 1)) − threshold3( j)),

k = 1, 2, ..., len(Suspicious_list2),

j = 1, 2, ..., num f2

(21)

where Muk denotes the total number of behavior
records of the k-th user to be tested in Suspicious_list2.

Elements inmatrix AS2 that are not zero correspond
to suspicious characteristics of suspicious users. Next,
the Pettitt testmethod is further used to detectmalicious
user behavior.

The Pettitt test [35] as a nonparametric test is used
to detect the single unknown mutation point. Given the
time series X0 of a certain feature of each user, the null
hypothesis of the test is made as H0: the average value
of the original time series X (t) does not change. The
data before and after τ are compared based on rank. If
the characteristics of the test change on a certain day
τ , the null hypothesis H0 is rejected. Therefore, Pettitt
statistic is defined as k(τ ), and the judgment basis is
given as follows:

k(τ ) =
τ∑

i=1

n∑

j=τ+1

sgn(x j − xi ) (22)

where

⎧
⎨

⎩

sgn(x j − xi ) = 1, i f (x j − xi ) > 0
sgn(x j − xi ) = 0, i f (x j − xi ) = 0
sgn(x j − xi ) = −1, i f (x j − xi ) < 0

Furthermore, the rejection of the null hypothesis H0

by significance probability P can be approximated as
follows:

P ≈ 2 × exp[−6K 2(i3 + i2)] (23)

where K = max
t�τ�i

(|k(τ )|). Meanwhile, the corre-

sponding mutation time position is given as follows:

Tmal = argmax
t�τ�i

(|k(τ )|) (24)
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As calculated in Eq. (23), if the result P is smaller
than 0.05, the user characteristic behavior changes sig-
nificantly. Therefore, each suspicious user with sus-
picious features could be tested whether malicious or
not. The pseudo-code of sub-strategy 3 is outlined as
Algorithm 4.

Algorithm 4 :based on Temporal individual behavior
change for detection of malicious users
Input: Filtered normal user behavior data:normal_data, Suspi-

cious users list:Suspicious_list2, Suspicious user behavior
data:S2, Malicious users list:malicious_list .

1: Initialization: Receive normal users from normal_data:
normal_user = distinct (normal_data.user). Calculate
the user behavior changes range threshold3 according to
Eqs. (18), (19) and (20).

2: for k = 1 : len(Suspicious_list2) do:
3: for j = 1 : num f2 do:
4: Calculate the violation times matrix AS2 of be

havior changes range for each user according to
Eq. (21).

5: end for
6: end for
7: for k = 1 : len(Suspicious_list2) do:
8: for j = 1 : num f2 do:
9: if AS2[k, j]! = 0 then:
10: Select behavior data from the time series X (t)

from S2.column[ j] where S2.user ==
Suspicious_list2[k].

11: Calculate P according to Eqs. (22) and (23).
12: if P < 0.05 then:
13: Add Suspicious_list2[k] into

malicious_list .
14: end if
15: end if
16: end for
17: end for
Output: Malicious users list:malicious_list .

4 Experimental analysis and discussion

We have chosen to focus on the CERT 4.2 dataset (see
Section 3.1). The experimental test environment is:
Intel(R) Xeon(R) Silver 4208 processor, Windows 10
operating system, and the programming environment
used is the training and verification of the NMF-GMM
algorithm performed on Python 3.7.

4.1 User grouping results of NMF-GMM

As given in Section 3.1, the first step is to cluster likely
suspicious behavior. After decomposition of the orig-

inal data set, the basis vectors have high-dimensional
features. The training results of the original features
with non-negative matrix factorization are related with
the number of basis vectors. Let r = 3, r = 4 and
r = 5, respectively, and the default value maxiter1 is
200. The expression distribution results of the original
features are shown in Figs. 2, 3 and 4.

In principle, for the sake of expressing the original
features completely, the similarity between the basis
vectors is required to be as low as possible. Table 1
shows the statistics of cosine similarity of the basis
vectors with different values of r .

From Figs. 2, 3 and 4 and Table 3, when the value
of r is equal to 4 or 5, the cosine similarity of the basis
vectors is relatively low. Considering the low complex-
ity and low similarity of the basis vector, setting r = 4
is more suitable.

The effectiveness of user grouping is reflected in the
clustering effect of GMM. The CH is one of the clus-
tering algorithms evaluation measures [36]. The CH
index is calculated as a ratio of the sum of inter-cluster
dispersion and the sum of intra-cluster dispersion for
all clusters:

CH = tr B/(K − 1)

trW/(K − m)
(25)

tr B =
K∑

i=1

m j ||u j − u||2 (26)

trW =
K∑

j=1

m∑

i=1

||x j − u j ||2 (27)

where tr B denotes the trace of deviation matrix
between groups; n j denotes the number of elements
in group j ; u denotes the average distance between
all sample data sets; u j denotes the average distance
between samples in group j ; trW denotes the trace of
deviation matrix within groups; m denotes the number
of samples in the dataset, and K denotes the number of
clusters.

A high CH index means a better clustering effect,
that is, inter-group distance is large, and intra-group
distance is small. The results based on different K val-
ues are shown in Table 4.

As given in Table 4 and Fig. 5, when K = 8, the
CH index achieves relatively better value. Therefore,
we suggest to set K = 8 as the appropriate number of
clusters. Themaximum number of iterationsmaxiter2
of GMM is set to 100. Algorithm 1 is implemented to
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Fig. 2 Distribution of the original features in r = 3

Fig. 3 Distribution of the original features in r = 4

Fig. 4 Distribution of the original features in r = 5

Table 3 Cosine similarity statistics of the basis vectors

Cosine similarity Maximum Minimum Mean

r=3 0.963 0.011 0.329

r=4 0.710 0.003 0.229

r=5 0.715 0.006 0.125

Table 4 CH index for different numbers of clusters

K 4 5 6 7 8 9

CH 27981.88 32958.23 22471.65 21011.25 49645.46 38047.11
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Fig. 5 CH index for different numbers of clusters

Table 5 Data distribution corresponding to basis vector

Class Sample Data
number size distribution

0 4853 Basic vectors are all dense

1 30162 Basis vectors are all sparse

2 18283 Basis vector 4 is sparse

3 1072 Basis vectors 2, 3 and 4 are sparse

4 1950 Basic vectors are all dense

5 784 Basis vector 4 is sparse

6 30219 Basis vector 4 is sparse

7 2858 Basis vector 1 is sparse

group user behaviors. The simulation results are shown
in Table 6.

Table 3 shows that the distribution of cluster 0 and
4 is relatively dense. As the result, the remaining 115
users included in clusters 0 and 4 are the suspicious
users, which must be identified.

4.2 Suspicious users re-screening and comparative
experiment

Firstly, sub-strategy 1 is used to target part of mali-
cious users. Eightmalicious users includingDCH0843,
EHB0824,EHD0584,GHL0460,KLH0596,MAR0955,
MCF0600 and RAB0589 are identified based on Algo-
rithm 2. These users all share a common characteris-
tic of uploading confidential data to the website wik-
ileaks.org in connection with document disclosure vio-
lations.

Secondly, since there are 20 working days in a
month, set Ndays = 20. In the first 20 days, there are
five features that are all 0 including countspc_rest f ile,
countou tpeople_restemail, countwiki_access,

countspcconnect_ rest and countspc_device_rest .
Thus, we delete these five features.

The Z-score of all user behavior data is calcu-
lated based on Eqs. (12)-(13), and the normal behavior
threshold of the first 20 days is obtained by using Eqs.
(15)-(16):

threshold1 = [0, 0, 0.513, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0.624, 0, 0, 0]

Then, we calculate the number of behavioral violations
(17) of a user within the range of 20 days. Consider-
ing that there are 22-dimensional features, each domain
has 4–5-dimensional features on average. In real life,
violations of insider threat are generally sequential and
include at least files and other actions, such as open-
ing the computer, sending e-mails, uploading websites,
and shutting down the computer. In other words, threat-
ening behavior occurs across domains. Based on this
thought, we set threshold2 = 6. As it is elaborated in
Algorithm 3, the behavior with AS1 > threshold2 is
suspicious.

Normal behavior baseline is trained based on the
method proposed by sub-strategy 1 and sub-strategy 2.
Meanwhile, one-class learning method can also train
normal behavior baseline based on the data of the pre-
vious Ndays days to detect suspicious users. In order to
evaluate the effectiveness, the proposed sub-strategy 1
and sub-strategy 2 are compared with several one-class
learning methods including OCSVM, IF and LOF. The
average value of the index is obtained by using the
method of 10% cross-verification. In light of known
insider threat scenery information, the advantages of
the proposed strategy are verified with the following
indicators.
(1) P:

P = TP

TP + FP
(28)

where P denotes the proportion of correctly classi-
fied samples; TP denotes the number of normal sam-
ples with correct classification (true positives); and FP
denotes the number of normal samples with the wrong
classification (false positives).
(2) R:

R = TP

TP + FN
(29)

where R is the number of true positives divided by the
number of true positives plus the number of false neg-
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Table 6 Comparison of average results for different methods

Indicator OCSVM IF LOF Sub Strategy 1,2

P 0.010 0.040 0 0.5660.5660.566

R 1 1 – 1

F1 0.020 0.079 – 0.7230.7230.723

FPR 0.860 0.856 0.861 0.7290.7290.729

FP+TN 114 111 115 595959

The bold indicates optimal results

atives; FN denotes the number of malicious samples
with the wrong classification (false negatives).
(3) F1:

F1 = 2PR

P + R
(30)

(4) FPR:

FPR = FP

FP + TN
(31)

where FPR denotes the proportion of true normal
samples in the predicted number of malicious sam-
ples. Here, the predicted number of malicious samples
FP+TN are suspicious users who need to observe their
behavior changes further.

Comparative results are illustrated in Table 6. It can
be observed that sub-strategy 1 and sub-strategy 2 per-
form best with the result of 0.566 for P , 1 for R, 0.723
for F1, 0.729 for FPR and 59 for FP + TN, respec-
tively. One-class learning methods may have better
recognition accuracy for malicious behavior, but fail to
locate malicious users. Sub-strategy 1 and sub-strategy
2 can obtain 59 suspicious users. This includes 8 mali-
cious users identified by sub-strategy 1, and 51 users
that need to be further identified .

As shown in Fig. 6, the red dot label is abnormal
threat behavior data, and the blue dot label is normal
behavior data. It can be seen that the data of threat
behavior is mixed in the normal behavior data and can-
not be directly eliminated, so it is of great significance
to analyze and study. Subgraph (b) is a visual represen-
tation of the results of sub-strategy 1 and sub-strategy
2 in our integration strategy, and it can be seen that
after screening, the initial separation ofmalicious threat
behavior data and normal behavior data is realized.
Subgraph (c) is a visual display of the malicious per-
son detection, tracking and positioning of sub-strategy
3, that is, the result of the entire strategy is realized.

Fig. 6 Data visualization

4.3 Malicious users’ location and analysis

Using sub-strategy 3 could analyze temporal individual
behavior change and locate malicious users. Accord-
ing to Eqs. (18)-(20), the threshold value of individual
behavior change range is determined:

threshold3 = [0.5, 1.5, 1, 0.5, 0.5,
0.5, 0.5, 0, 0.5, 0, 1]

Furthermore, according to Eq. (21), we calculate
the violation times matrix AS2 of behavior changes
range for all users. The rows and columns in the
matrix that are not 0 correspond to the suspicious
characteristics of the suspicious users. The suspicious
users are the feature countoutpeople_workemail of
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CJP0952, IKP0472, ILH0958 and MLM0950, and the
feature coun tspcweb_work of EDB0714, EGD0132,
HXL0968,MDH0580,PNL0301, PSF0133,RAR0725
and TNM0961, respectively. Among them, several
users are also suspicious in feature countU RLs_work.
Figure7 shows temporal individual behavior change of
four users under suspicious feature countoutpeople_
workemail. Figure8 shows temporal individual behav-
ior change of eight users under suspicious feature
countspcweb_work. As shown in Figs. 7 and 8,
countspcweb_work is more significant in detecting
abnormal change.

Furthermore, the Pettitt test method is used to detect
and judge the mutation time points of each suspicious
user, and the specific results are shown in Table 7.Users
with the precision P < 0.05 reject the null hypothe-
sis and are identified as malicious, but two of them
(CJP0952andMLM0950) are normal. It is clear that the
P values of these two users differ bymore than 10 times
from the actualmalicious users. If the significance level
is set more strictly, such as 0.01, users CJP0952 and
MLM0950 are judged as normal. The first malicious
time of EDB0714, EGD0132, HXL0968, MDH0580,
PNL0301, PSF0133, RAR0725 and TNM0961 is con-
sistent with that of the mutation point in Fig. 8. If users
upload confidential data to the website wikileaks.org
and browse too many web pages, the production line
workers have malicious purposes. Similarly, starting
from these two features, when the mutation occurs for
the first time, the authority management of the pro-
duction line worker needs to be strengthened by the
enterprise in time to prevent greater losses.

When setting the normal behavior baseline, 16 fea-
ture quantities with 0 value are deleted from sub-
strategy 2 and sub-strategy 3. Excluding typical charac-
teristics in sub-strategy 1, 15 characteristics are estab-
lished for identifying normal users with temporal indi-
vidual behavior change. For the actual malicious users
detected in Fig. 8, violations are concentrated within a
month, which is 10 times higher than the average situa-
tion. Similarly, Fig. 9 presents the temporal individual
behavior change of two users with significant detection
features. It can be seen that the changing trend of users’
behavior is obviously different from that of malicious
users. In the later stage, the change is still within the
normal behavior, but the behavior frequency is reduced.
It can be seen that the deleted features do not gener-
ally distinguish malicious behavior. The experimental
results show that the proposed ensemble strategy could

Fig. 7 Changes in Suspicious Feature countoutpeople_ worke-
mail
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Fig. 8 Changes in Suspicious Feature countspcweb_work
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Table 7 Pettitt test results

User id P Test result Mutation time

CJP0952 0.0261 Significant 2010-04-30

IKP0472 1.2517 Nonsignificant 2010-05-08

ILH0958 0.8771 Nonsignificant 2010-06-02

MLM0950 0.0144 Significant 2010-12-15

EDB0714 0.0005 Significant 2010-10-18

EGD0132 0.0002 Significant 2010-08-02

HXL0968 0.0003 Significant 2010-08-31

MDH0580 0.0009 Significant 2011-01-04

PNL0301 0.0001 Significant 2010-06-14

PSF0133 9.57e–05 Significant 2010-08-02

RAR0725 0.0002 Significant 2010-07-06

TNM0961 0.0010 Significant 2010-10-15

Fig. 9 Temporal individual behavior change of AOK0844 and
IBB0696

effectively detect and analyze the malicious behavior
of production line workers.

5 Conclusion

In this paper, the concept of insider threat behavior
kill chain is proposed to analyze and characterize the
psychological and behavioral change process of mali-
cious users in the organization. Correspondingly, we
give a user-level behavior detection framework includ-
ing NMF-GMM based on similar user behavior group-
ing and ensemble strategy consisting of three sub-
strategies. NMF is used to overcome the linear insep-
arability of high-dimensional data and optimize the
user grouping results of the GMM clustering model.
In addition, the three sub-strategies reduce the scope of
malicious users layer by layer to achieve the final tem-
poral individual behavior model. Among them, sub-
strategy 1 uses typical characteristics to target part of
malicious users. Sub-strategy 2 adopts the Z-score to
score the user’s overall behavior and performance, and
then screens suspicious users according to the behav-
ior baseline set within normal time. Sub-strategy 3
determines the suspicious characteristics of the suspi-
cious users from the behavior change range, and further
establishes the temporal individual behavior change
model of the suspicious users. The Pettitt test method is
used to detect malicious users, and the time of the first
occurrence of abnormal behavior is given. The experi-
mental results show that the proposed ensemble strat-
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egy can effectively implement the location ofmalicious
users. .
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